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Abstract

A firewall is the defensive guard of a network. It is an application that has sets of rules configured on it to prevent the network from unwanted viruses and attacks. Multi-controller techniques ensure that the firewall applications in a network function consistently. The working mechanism of a software-defined network (SDN) is based on the control and data planes. The data plane forwards packets to the targeted destinations. The control plane is the brain of an SDN. It plays a vital role in policy creation and its implementation according to defined rules or by creating new rules. Researchers around the world are working on the development of firewall applications to mitigate attacks and critical data losses (data theft and data loss) in SDNs. During this review study, we discovered that almost every research on SDN firewall applications has used a threshold limit for the number and size of packets. Conversely, very little research has been conducted on the multi-controller approach. However, there are the disadvantages of identifying packet information on a layer basis and a lack of network availability. Without packet-type information, it is difficult to identify an attacker. We compared and analyzed different methods of firewalls for securing SDNs by studying approximately 75 different studies related to SDN security. Furthermore, we provided a detailed overview and techniques for SDN protection.
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1. INTRODUCTION

A software-defined network (SDN) is a novel technology in the field of computer networking. The term “SDN” is defined as a collection of sets of programs that determine the functionality of a network system. Advances in communication technology have resulted in a large number of internet users. With the advancement of technology in the field of communication, users can communicate between miles of distance within milliseconds. The Internet is widely used by various organizations, which has created a large volume of data traffic. Only a well-managed network system can handle such large data. A well-managed network is a network system that has various services such as flexible, efficient, and manageable networking solutions that can meet the demands of dynamic businesses. Monitoring the massive data in a network system is a critical task in this era. Most developed countries are adopting the SDN architecture to manage the huge flow of data. The traditional base network architecture is being replaced by the SDN network architecture in consideration of its complexity of configuration. For instance, if an error is detected in a traditional network, a network engineer must troubleshoot each device for errors. Conversely, the SDN network architecture has a controller, which is the brain of the network and handles the whole network according to a set of programs.

An SDN is a framework that divides operations into control and data plane operations. SDN switches perform data plane functions, which help forward packets to the next device. Control plane functions are managed by the controller. The primary function of the controller is to determine the route for packet forwarding and update the flow table in SDN switches. The OpenFlow protocol facilitates communication between the control and data planes. In the SDN architecture, applications provide dynamic instructions to the controller, and the controller updates these instructions to the data plane according to programs configured in the applications. Firewalls are a key requirement for network security, and firewall applications are a set of programs created on different types of SDN controllers.
(frameworks). They deny and permit services between trusted and untrusted networks to prevent unauthorized access and protect against cyber threats and data breaches. When a single-controller fails, firewall applications in multi-controller architecture ensure the availability of security services in the network. The deployment of multi-controller-based SDN architecture, where multiple controllers are used to manage a large volume of data on a single network, has further overcome the security challenges faced by traditional firewalls.

This literature review focuses on the current developments in firewall applications for multi-controller-based SDNs. With firewalls playing such a crucial role in securing these types of networks, it is important to assess various firewall options available and how they perform. This review will analyze recent research published within the last seven years to provide a comprehensive understanding of the advancements in firewall applications for multi-controller-based SDNs. We aim to provide useful insights for researchers, professionals, and anyone with an interest in the field by providing a comprehensive overview of firewall applications in multi-controller-based SDNs. In addition, this study proposes directions for future research and identifies areas that need improvement to further advance the field.

This paper is organized into seven sections. The first and second sections introduce and discuss SDNs, firewall applications, and the review process, respectively. In Section 3, we discuss the overview, types, and classification of firewall applications in SDNs, and Section 4 compares the single-controller and multi-controller architectures of SDNs. Section 5 evaluates the performance of firewall applications in multi-controller-based SDNs. The sixth section focuses on the challenges and limitations of firewall applications in multi-controller-based SDNs. In the final section, we conclude the review and provide future research directions (Figure 1).

During our review, we assessed 72 papers related to firewall applications used in controllers. Based on our selection criteria, including publication in peer-reviewed journals or conference proceedings, and with a focus on firewall applications used in controllers specific to multi-controller in SDNs, we finalized a set of 21 papers. Among the finalized papers, we observed a significant increase in the
number of publications related to both multi-controller and firewall applications. Our search criteria, which included keywords such as "SDN," "Firewall Applications," "Controllers," and "hacking," allowed us to narrow down our selection to papers that were most relevant to our research focus. Overall, our review provides a comprehensive understanding of the current state of research on firewall applications used in controllers, particularly in the context of multi-controller in SDNs. By analyzing the finalized papers, we could gain insights into the latest trends and developments in the field, which can be used to inform future research efforts (Figure 2).
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**Fig. 2.** The number of papers reviewed between the year by a) multi-controller and b) firewall applications

### 3. OVERVIEW OF FIREWALL APPLICATIONS

In recent years, there has been growing research interest in the development of firewall applications for multi-controller-based SDNs. Several studies have been conducted to assess the performance, security, and scalability of firewall applications in this context.

A firewall is designed to operate at multiple layers of the transmission control protocol/internet protocol (OSI/TCP/IP model) in a network. More precisely, it can filter packets on the transport and application layers of the TCP/IP model. Filtering at the transport layer involves considering the source and destination ports of packets. In contrast, filtering at the application layer can be achieved by examining various parameters, such as IP addresses, ports, or MAC addresses of the source/destination [1]. The experimental design conducted in this study used a single-controller architecture. However, note that a firewall does not currently incorporate an intrusion detection system (IDS), which could be a valuable feature to consider for future development. Furthermore, the scope of a firewall is confined to the transport and application layers of the TCP/IP model, and it does not cover the remaining layers of the model.

Azka et al. [2] discussed various methods for improving SDN security, including the use of security applications, secure application development frameworks, and security policies. One such framework, FRESCO, provides a secure environment for developing applications and includes a library of reusable security modules. To enforce security policies, tools such as FLOVER and NICE can be used to verify the flow and check for errors in the OpenFlow application code. An SDN firewall implements network segmentation and segregation according to security standards, using filtering techniques such as temporal and spatial filtering to minimize the vulnerability of industrial control devices. This firewall can be easily configured by network administrators through application-oriented white lists, making network management tasks easier.
Tsuiiya et al. [3] implemented an SDN firewall prototype, tested its viability, and found it to be effective in counter-attacks and configuring flat networks into virtual local area network segments. The SDN firewall used in their study provides improved security features, performance, and flexibility compared with commercially available application firewalls. The recommended prototype implementation required the implementation of several features to harness the full potential of the proposition and leverage its benefits to the fullest extent possible. A new SDN firewall system was proposed, which uses the OpenFlow protocol [4]. It has state tables and state transition rules added to the SDN switch and controller for state inspection. The firewall is tested on Floodlight and Open vSwitch, and the results show that it offers better performance than traditional packet-filtering firewalls, including recognition of packet types and fine-grained access control. The state-based firewall has a shorter delay time and improved overall performance than packet-filtering firewalls. A stateful distributed firewall (SDFW) system was proposed for a multi-tenant cloud network using an SDN [5]. This system addresses the challenge of implementing stateful firewalls in an SDN environment by tracking packet and flow states in the data plane. This system shows scalable security against data plane attacks with a minimal performance impact of a 1.6% reduction in the network bandwidth, and its limitations are limited defense against layer 4 security attacks and a lack of protection against application layer security attacks.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Methods</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Badotra and Singh [1]</td>
<td>TCP/IP layer filtering</td>
<td>Counter-attack and VLAN configuration</td>
<td>Limited security scope</td>
</tr>
<tr>
<td>Azka et al. [2]</td>
<td>Security enforcement applications</td>
<td>Enhanced firewall features</td>
<td>Prototype incomplete</td>
</tr>
<tr>
<td>Shirali-Shahreza and Ganjali [7]</td>
<td>FleXight SDN firewall</td>
<td>Effective and usable with low overhead</td>
<td>Challenging netFlow creation</td>
</tr>
<tr>
<td>Othman et al. [9]</td>
<td>POX firewall application</td>
<td>Policy-based packet filtering</td>
<td>OpenFlow v1.0 stateless</td>
</tr>
</tbody>
</table>

Zope et al. [6] introduced Floodlight as a framework that provides a network visibility graphical user interface and implemented it as a firewall and a Load Balancer module using a REST API, which can be monitored and control network elements. Conversely, in a recent context, the use of Internet of Things (IoT) resources has increased, posing significant security risks. Shirali–Shahrez and Ganjali [7] introduced an SDN firewall that used the FleXight platform and was very effective in identifying all attackers and 99% of vulnerable victims with very low overhead. However, creating NetFlow-like logs of network events on an enterprise network will be a challenging task. Pena and Yu [8] explored possible techniques for enhancing security in an SDN by developing a firewall prototype. The prototype leverages the features of OpenFlow, an open standard in SDNs, and was tested on a simulated network using Mininet. The results of the tests were positive, showing that the firewall prototype functions fully in a distributed configuration without any impact on network latency. Overall, the results from their study demonstrate the potential for using SDNs to improve security in networks. Othman et al. [9] implemented firewall functionalities in SDNs by writing a firewall application that runs on the POX controller, which detects data traffic on a layer basis, including layers 2, 3, and 4 (Table 1). The firewall filters packets according to their headers and matches them against...
predefined security policies. The drawback of this application is that it does not keep track of the state of connections, making it stateless because of the limitations of OpenFlow version 1.0.

The framework presented by Nife and Kotulski [10] suggested enhancing the security of SDNs by adding a security application to the controller as an extension. By leveraging the benefits of OpenFlow protocol messages, the aforementioned application examines particular flows in the network and transmits prompt security directives of the network. The proposed framework employs stateful packet-filtering by utilizing tables used to track each flow in the network, which can be easily programmed and configured through the central controller. Ajaeiya et al. [11] introduced a flow-based firewall that detects abnormal behavior of traffic flows by classifying them according to collected features (Figure 3). This approach differs from classical network-based intrusion detection and network and system management systems, as it leverages the statistics collected by OpenFlow switches to perform intrusion detection without requiring information from network hosts. The proposed approach provides an efficient and effective way to detect potential security threats, such as denial-of-service and hypertext transfer protocol brute force attacks, in the network.

Taylor et al. [12] aimed to improve the potential of SDNs for enterprise security by shifting the SDN agent to end-hosts, enabling in-depth host context and precise management of network flows. Network operators can create policies using data about the user and program for reference, leading to improved scalability and the ability to handle many network flows (Figure 4).
3.1. Types of Firewall Applications

Stateful firewalls in the SDN track the state of network connections to determine which packets are allowed or blocked based on predetermined rules. This approach is more effective than traditional firewalls, which only assess individual packets and can lead to false positives or negatives. Stateful firewall applications in SDNs are a critical component of modern network security infrastructure. In traditional networks, firewalls are deployed as standalone devices; however, in SDNs, they can be integrated into the network architecture to provide a more flexible and efficient approach to network security. One advantage of stateful firewalls in SDNs is that they can be programmed to enforce policies based on user or device identity, as well as the type of traffic. This means that access control policies can be enforced more granularly, reducing the risk of unauthorized access. Stateful firewalls in SDNs can also be used to enforce policies across multiple network domains, such as public and private clouds or remote branches. This ensures consistent security policies across the entire network, regardless of location. Stateful firewall applications are also called dynamic packet-filtering applications. This type of firewall operates at L3, L4, and L5 and monitors the state of the TCP connection as well as a sequence number. Krongbaramee and Somchit [13] proposed the implementation of a stateful firewall in the data plane of an SDN using Open vSwitch and the OpenFlow protocol version 1.5.0. The proposed implementation utilizes the learn action in Open vSwitch to modify the rules in the SDN switch, allowing the SDN stateful firewall to be implemented without additional modifications to both the control and data planes. The authors suggest detailed and in-depth studies on the performance of the SDN stateful firewall with more complex network topologies and various security attacks to assess its accuracy. Flow tracker, an innovative firewall solution that strives to uphold the precision and effectiveness of a firewall while minimizing the burden on the communication and processing of controllers between the data and control planes [14]. The proposed solution includes a novel approach for installing selective flow control rules based on topology learning through machine learning techniques, adaptive monitoring of connection states for TCP and user datagram protocol connections, and non-interfering connection tracking with minimized end-to-end delay.

Stateless firewall applications, also known as static packet-filtering or packet-filtering, resemble the access control list of traditional networks, where permit and deny rules are established on the basis of
source and destination IP address, port number, and protocol number. In the context of SDN, effective security measures are essential to address emerging and existing security threats. Abubakar and Pranggaono [15] highlighted the vulnerability of the SDN architecture to attacks and proposed the integration of an IDS to mitigate these risks. To provide scalable threat detection, the Snort IDS is deployed, and a flow-based IDS model with machine learning is developed. Their study also utilizes pattern recognition due to its high accuracy rate compared with other neural network models. Maldonado–Lopez et al. [16] presented the implementation of FireWell, an Alloy-based framework that models firewall policies as formal predicates to identify and prevent conflicts in firewall policies, which was tested using the Floodlight controller and firewall application (Figure 5). This article serves as a valuable resource for network administrators seeking to enhance the security of their SDN architecture.

4. MULTI-CONTROLLER IN SDN

SDN controllers are the “brain” of SDNs and play a crucial role in managing network behavior using SDN protocols such as OpenFlow. Multi-controller architecture is a popular approach that uses different controllers to manage different parts of an SDN, improving the ability of the network to tolerate faults [17]. To address issues in SDNs, an efficient load-balancing scheme called the reliable and load balance-aware multi-controller deployment strategy has been proposed [18]. It utilizes the controller placement selection algorithm to explore reliable controller placements and multiple domain partition algorithms to allocate switches based on node attractability and the controller load-balancing rate. The communicating sequential process model is used to represent the routing service of SDNs under multi-controller architectures, and the model checker, the Process Analysis Toolkit, is used to verify the properties of the model, including deadlock freeness, consistency, and fault tolerance [19]. In addition, a new SDN architecture called the distributed rule store has been proposed by Wang et al. [20], which distributes flow rules to multiple controller instances, periodically checks rule consistency, and shows high performance in maintaining a distributed rule store. Furthermore, a dynamic clustering
algorithm has been presented to balance the load among distributed controllers in SDNs [21]. It utilizes two levels of controllers, namely, distributed controllers and a master controller, to manage and perform clustering based on the workload of the distributed controllers. This approach leads to better resource usage, reliability, and resilience. The use of a multi-controller architecture in an SDN can provide many benefits in terms of scalability, availability, and fault tolerance and is an important consideration for large-scale network deployments.

4.1. Controller Placement in SDN Architecture

An SDN separates network control from data forwarding, and the placement of controllers is a crucial aspect that can significantly affect network performance and scalability. The controller placement problem involves finding optimal locations to install SDN controllers in a network to ensure network efficiency and effectiveness while minimizing deployment costs. Various algorithms have been proposed to solve the controller placement problem in SDNs, considering factors such as network topology, traffic volume and distribution, and network reliability requirements. In this context, Chen et al. [22] proposed an approach called “community detection controller deployment” that considers the network topology of multiple communities and selects suitable positions for placing controllers in each community. The method aims to achieve a state of topological equilibrium partition by equalizing the number of switches handled by each controller and modifying the count of nodes present in the communities. Experimental results on real network topologies show that the proposed method effectively balances the load of the controller while keeping latency low. However, they suggested that minimizing costs and maximizing network resilience are also crucial factors to consider during controller deployment.

In addition, in SDNs, inter-controller communications and switch controllers are both important aspects of the control plane; however, most research has focused on switch controllers. In this regard, a novel Steiner tree-based inter-controller latency model has been proposed by Das and Gurusamy [23] to optimize the network state synchronization cost before and after single-link failures. A multi-objective integer linear programming formulation is presented to determine the associated controller placement. The approach achieves an optimal post-failure network synchronization cost in approximately 70% of cases and requires a lower post-failure network reconfiguration cost than the optimal approach. Furthermore, in the wide area network architecture, the controller placement problem is an essential issue of SDNs. Qi et al. [24] proposed a placement algorithm called Modified Density Peak Clustering (MDPC) to partition a network into sub-networks based on latency. The performance of this approach is tested on the Internet2 OS3E, and the results show that MDPC effectively reduces propagation latency, particularly in terms of average latency. The placement of SDN controllers in edge network architectures was investigated by Qin et al. [25], where a methodology for the optimal placement of controllers and node assignments is developed and found to be more effective than other existing methods (Table 2).
Moreover, Sminesh et al. [26] proposed a modified affinity propagation clustering algorithm to partition a network and identify candidate exemplars for SDN controller placement. Simulation results on standard network topologies demonstrate that the method minimizes inter-controller latency and improves controller imbalance, resulting in the optimal number and placement of SDN controllers. In addition, Tao et al. [27] proposed a new approach for optimizing the performance of SDNs by minimizing the flow request cost and achieving load-balancing among controllers. The simulation results show that the proposed controller layout scheme reduces flow request costs and ensures load-balancing among controllers. In conclusion, ongoing research in multi-controller placement in SDNs is focusing on exploring additional mechanisms for controller clustering and accounting for factors such as interference and congestion in the network. The proposed approaches and algorithms can contribute to the effective deployment of SDN controllers and improve network performance and scalability.

4.2. Method of Using Multi-Controller in SDN

The method of using a multi-controller architecture in an SDN depends on the specific needs of the network. For instance, the size, complexity, and geographic distribution of the network determine how controllers are deployed. The desired level of fault tolerance and the need for fine-grained control over network policies are also important considerations. Therefore, various studies have proposed different methods based on the unique requirements of the network.

Wang et al. [28] proposed a novel approach to enhance the scalability of multi-domain and multi-vendor networks using an SDN architecture. The proposed architecture involves a multi-controller that facilitates effective coordination among different controllers. The authors validated their approach by conducting experiments involving three different vendors, demonstrating its effectiveness in maintaining consistent network views and providing end-to-end services. Deng et al. [29] presented a novel method for selecting inter-domain transmission paths in multi-controller-based SDNs. The authors proposed a collaborative model for multiple controllers, which involves segmenting the network into several domains and synchronizing the topology via joint efforts. The proposed approach uses a path-selection algorithm to generate low-latency and high-throughput transmission paths based on the global topology and user requests. Simulation experiments have confirmed the validity of this approach, showing that it accurately handles requests and generates optimal transmission paths within a short time. Furthermore, this approach reduces the SDN controller load and enhances transmission efficiency. Wang et al. [30] presented a new approach for deploying multiple controllers in an SDN.

Table 2. Advantages and disadvantages of multi-controller architecture

<table>
<thead>
<tr>
<th>Authors</th>
<th>Methods</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hu et al. [18]</td>
<td>RLMD Controller deployment</td>
<td>Model-based workload balancing</td>
<td>OpenDayLight limitation</td>
</tr>
<tr>
<td>Xiao et al. [19]</td>
<td>CSP Model verification</td>
<td>DoS Resilience, disclosure risk</td>
<td>Fake path Detection</td>
</tr>
<tr>
<td>Muthanna et al. [21]</td>
<td>Dynamic controller clustering</td>
<td>Load balancing, fault tolerance</td>
<td>Two-level controller limitation</td>
</tr>
<tr>
<td>Chen et al. [22]</td>
<td>Community detection deployment</td>
<td>Low latency load balancing</td>
<td>Cost-resilience controller deployment</td>
</tr>
<tr>
<td>Das and Gurusamy [23]</td>
<td>Latency-based placement algorithm</td>
<td>Reduced propagation latency</td>
<td>WAN architecture limitation</td>
</tr>
</tbody>
</table>

Moreover, Sminesh et al. [26] proposed a modified affinity propagation clustering algorithm to partition a network and identify candidate exemplars for SDN controller placement. Simulation results on standard network topologies demonstrate that the method minimizes inter-controller latency and improves controller imbalance, resulting in the optimal number and placement of SDN controllers. In addition, Tao et al. [27] proposed a new approach for optimizing the performance of SDNs by minimizing the flow request cost and achieving load-balancing among controllers. The simulation results show that the proposed controller layout scheme reduces flow request costs and ensures load-balancing among controllers. In conclusion, ongoing research in multi-controller placement in SDNs is focusing on exploring additional mechanisms for controller clustering and accounting for factors such as interference and congestion in the network. The proposed approaches and algorithms can contribute to the effective deployment of SDN controllers and improve network performance and scalability.
using a Particle Swarm Optimization (PSO) algorithm. The proposed deployment method was designed on the basis of PSO with dynamic parameters that optimize the average transmission delay of the switch controller, ensuring effective deployment in a continuous two-dimensional space. The authors validated the proposed method by conducting experiments that demonstrate its effectiveness in reducing the average transmission delay of the switch controller by 10%. Moreover, the proposed method enhances the global search capability and convergence accuracy of the PSO algorithm, enabling it to optimize the deployment of multiple controllers in SDNs. These findings are expected to contribute to the development of efficient SDN architectures for future networks.

Fang et al. [31] presented a novel approach to address the controller deployment problem in an SDN through the concept of network partitioning. A multi-controller cooperative model based on a Field Programmable Gate Array (FPGA) is designed, and an improved k-means algorithm is proposed to model the network partition problem and reduce latency between controllers and switches. Experimental results on both FPGA and software platforms demonstrate the feasibility and effectiveness of the proposed algorithm, achieving a significant acceleration ratio of 14 when run on the FPGA platform. However, their study is limited to the latency performance index, and further work is required to optimize the controller deployment solution to meet load balance requirements.

4.3. Single and Multi-Controller Architecture

The SDN controller is a key component of the SDN architecture, which is responsible for managing network devices and providing network services. The controller can be deployed in either a single or multi-controller architecture. A single controller is also known as the default SDN architecture (Figure 6). Single-controller SDN architecture consists of a single controller that is responsible for managing the entire network. This architecture is simple to deploy and manage, but it can suffer from performance and scalability issues, especially in large and complex networks [32].

Multi-controller SDN architecture consists of multiple controllers that collaborate to manage the network (Figure 7). This architecture can improve performance, scalability, and reliability, as well as provide fault tolerance and load-balancing. However, it is more complex to deploy and manage, as the controllers need to coordinate with each other [33]. Single-controller SDN architecture may suffer from network congestion and single point of failure issues, whereas multi-controller SDN architecture can distribute traffic load among controllers, provide redundancy and fault tolerance, and improve performance. In terms of scalability, single-controller SDN architecture can have limitations, whereas multi-controller SDN architecture can improve scalability by dividing the network into multiple domains managed by separate controllers [34].
5. PERFORMANCE

The evaluation of firewall applications in multi-controller-based SDNs is a research area, where several studies have been conducted to improve the scalability, reliability, and resource utilization of firewall systems in multi-controller SDN environments. Tran and Ahn [11] proposed a new firewall rule deployment strategy that leverages multiple controllers to improve the scalability and reliability of the system, and the results showed that the proposed strategy outperformed traditional centralized and distributed firewall systems in terms of scalability and reliability. Another approach for improving the performance of distributed firewall systems in multi-controller SDN environments is using deep learning-based techniques to learn the characteristics of network traffic and identify malicious traffic patterns in real time [35]. Furthermore, the performance of a distributed firewall system in a multi-controller SDN environment can be evaluated using an adaptive rule allocation strategy, and researchers have proposed a dynamic rule allocation strategy that adjusts the number of firewall rules assigned to each controller based on the network traffic load [36]. In summary, the evaluation of firewall applications in multi-controller-based SDNs is an ongoing research topic, and researchers continue to propose various approaches for improving the performance of firewall systems in multi-controller SDN environments.
6. DIRECTIONS AND FUTURE WORK

In terms of future research directions, several areas require further exploration. First, there is a need to develop more advanced firewall applications that can handle a larger volume of data traffic in multi-controller-based SDN environments. Second, research is required to develop techniques for optimizing the resource utilization of firewall applications in multi-controller-based SDNs. Third, further research is required to investigate the impact of different network topologies on the performance of firewall applications in multi-controller-based SDNs. Fourth, there is a need to develop more efficient methods for identifying and mitigating various types of cyber threats and attacks in multi-controller-based SDN environments [37]. Finally, research is required to explore the potential of using machine learning and other advanced technologies to improve the performance of firewall applications in multi-controller-based SDNs. These directions and future work should be considered by researchers when writing journal publications related to firewall applications in multi-controller-based SDNs.

7. CHALLENGES AND LIMITATIONS OF FIREWALL APPLICATIONS IN MULTI-CONTROLLER-BASED SDN

In multi-controller-based SDN environments, firewall applications are critical components of network security. However, several challenges are associated with their implementation. One significant challenge is scalability, as managing and configuring firewall applications on multiple controllers can be time-consuming and may affect network performance. Furthermore, centralized control of firewall applications creates a single point of failure, which could lead to network vulnerabilities if the controller fails or is compromised. Limited visibility and the introduction of performance overhead are also significant challenges associated with firewall applications in multi-controller-based SDNs. Furthermore, the lack of standardization and limited interoperability can make it challenging to integrate different firewall applications seamlessly and implement end-to-end security policies across the entire network infrastructure.

In addition to these challenges, several limitations are associated with firewall applications in multi-controller-based SDNs. One limitation is the dependence on flow rules to enforce security policies, which can limit the ability to detect new threats not already defined in the policy. The performance overhead associated with processing complex security policies can also affect network performance. Furthermore, the need for customized firewall applications for different SDN environments can be time-consuming and costly. Another limitation is the lack of standardization across different firewall applications, resulting in interoperability issues with legacy network devices that do not support SDNs. This limitation can also limit the ability of organizations to implement end-to-end security policies. Finally, the limited support for legacy applications and protocols in firewall applications can create vulnerabilities in the network, making it challenging to provide comprehensive network security.

8. CONCLUSION

In conclusion, the research and development in the field of firewall applications for SDNs have made significant progress over the years. The emergence of SDN technology has provided new opportunities for enhancing network security by offering improved performance, flexibility, and security features compared with traditional firewalls. This literature review provides a comprehensive overview of firewall applications in multi-controller-based SDNs, including an introduction to SDNs and firewall applications, a classification of firewall applications in SDNs, a comparison of single-controller and multi-controller architectures, performance evaluation, challenges, limitations, and future research directions. This review has demonstrated that stateful firewalls that track the state of network connections and distributed firewalls for multi-tenant cloud networks are among the most effective firewall applications in SDNs. These applications can be programmed to enforce policies based on user or device identity, as well as the type of traffic, and can enforce policies across multiple network domains, ensuring consistent security policies across the entire network, regardless of location. This review has also identified some limitations and challenges that need to be addressed, such as
scalability issues, the need for advanced programming skills, and the lack of standardization. Overall, this review highlights the importance of further research and development in the field of firewall applications for SDNs. Future studies should focus on addressing the limitations and challenges identified in this review, as well as exploring new approaches for enhancing network security in various contexts. By providing a comprehensive understanding of the advancements made in firewall applications for multi-controller-based SDNs, this review aims to provide useful insights for researchers, professionals, and anyone with an interest in the field.
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